


WELCOME TO THIS IRB WEBINAR SESSION!

Welcome to this IRB webinar session. My name is Briana Rotterman, and I am with the Education and QA 
team here at the IRB.

Today's session will cover IRB Initiatives in the use of Artificial Intelligence (AI), Machine Learning (ML), and 
Big Data in Human Subjects Research(HSR)

If you have a question, please feel free to enter it at any time in the Q&A window.

We will answer all questions at the end of the webinar.

Also, the recording of this webinar will be available on our website shortly after this presentation.

Please make sure to adjust your volume settings in order to experience the best audio quality.
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Presentation Topics
1. IRB AI/ML/Big Data Working Group

• Goals and Topics of Concern
• Meetings with researchers (internal and 

external) and other institutional offices
• Lunch time series

2. Study Submission Considerations

3. Resources
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Project Highlights

Goal: 
Development of useful guidance and 

reasonable requirements which maximize 
participant safety, rights, and welfare 
while facilitating research.

Topics of Concern:
• Data: Data quality, bias, security, monitoring 

in secondary use, development, training, 
testing, deploying in research

• Blackbox Considerations: transparency, 
explainability

• Identifiability: ease/risk of 
reidentification, best practices to avoid re-
identifiability, transparency to participants

• IRB Oversight:  IRB manual oversight for the 
life cycle of AI/ML protocols



Consulting Key Stakeholders
The Working Group has held meetings with the following 
groups:
• Data science experts
• IRB Members
• Emory and External Researchers who are working with 

and have expertise in AI/ML/Big Data
• Internal Emory Offices working on institutional, 

compliance, and ethical guidance and best practices in 
this space

This Photo by Unknown author is licensed under CC BY.

http://scherlund.blogspot.com/2018/04/what-you-need-to-know-about-artificial.html
https://creativecommons.org/licenses/by/3.0/


Nationwide IRB Working Group
1. Dartmouth-Hitchcock Medical Center

2. Emory University

3. Georgia Institute of Technology

4. Harvard University

5. Johns Hopkins University School of Medicine

6. Mass General Brigham

7. Mayo Clinic

8. PRIM&R

9. Stanford University

10. The University of Texas at Austin

11. University of California San Francisco

12. University of Florida

13. University of Washington

14. Vanderbilt University Medical Center

15. Washington University in St. Louis

This Photo by Unknown author is licensed under CC BY-SA-NC.

https://www.getmespark.com/five-ways-not-to-brainstorm/
https://creativecommons.org/licenses/by-nc-sa/3.0/


What does this mean for research teams?

Additional sections in IRB 
templates

New questions from IRB 
analysts

Potentially new Policies 
inside and outside of the 
IRB office

Improved Website 
Resources



PROTOCOL REQUIREMENTS

When your study involves developing/evaluating an algorithm/clinical decision 
tool/artificial intelligence/machine learning tool(s), the protocol must address:

 Whether data will or may be submitted to FDA

 Whether there is a plan to test the model clinically (i.e., providing any output to 
healthcare provider(s) or patients at this stage) in the current submission.

 If there are no plans to test the model clinically in this protocol, note that a new 
IRB submission will be required if it will be tested clinically in the future

 Whether the Algorithm/Product/Software is intended to become proprietary, and 
can/will it be commercialized outside of Emory?



Social Behavioral Research and AI/ML/Big 
Data

Please note the AI/ML/Big Data concerns are not unique to 
biomedical research.
For projects that are not under IRB oversight, please consider 
the downstream impacts when designing your project even if 
the data is publicly available or does not contain identifiers.



FDA – AI/ML in SaMD

FDA Resources on Artificial Intelligence and Machine Learning in Software as a 
Medical Device

• Is your clinical decision support software a medical device?

• Digital Health Policy Navigator: A tool to help in determining whether your 
product's software functions are potentially the focus of the FDA's oversight.

• Artificial Intelligence and Machine Learning (AI/ML) - Enabled Medical 
Devices (692 devices listed)

• FDA Center for Drug Evaluation and Research Artificial Intelligence in Drug 
Manufacturing

• FDA's Predetermined Change Control Plans for Machine Learning –Enabled 
Medical Devices: Guiding Principles

This Photo by Unknown author is licensed under CC BY-NC-ND.

https://www.fda.gov/medical-devices/software-medical-device-samd/your-clinical-decision-support-software-it-medical-device
https://www.fda.gov/medical-devices/digital-health-center-excellence/digital-health-policy-navigator
https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-machine-learning-aiml-enabled-medical-devices
https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-machine-learning-aiml-enabled-medical-devices
https://www.fda.gov/media/165743/download?utm_medium=email&utm_source=govdelivery
https://www.fda.gov/media/165743/download?utm_medium=email&utm_source=govdelivery
https://www.fda.gov/medical-devices/software-medical-device-samd/predetermined-change-control-plans-machine-learning-enabled-medical-devices-guiding-principles
https://www.fda.gov/medical-devices/software-medical-device-samd/predetermined-change-control-plans-machine-learning-enabled-medical-devices-guiding-principles
https://www.noonpost.com/content/29158
https://creativecommons.org/licenses/by-nc-nd/3.0/


Other Resources
Federal:
• White House: Executive Order on Safe, Secure, and Trustworthy Artificial Intelligence
• https://ai.gov/
• U.S. Department of Health and Human Services Trustworthy AI (TAI) Playbook
• SACHRP (The Secretary's Advisory Committee on Human Research Protections): 

Considerations for IRB Review of Research Involving Artificial Intelligence
• NIH and Artificial Intelligence

Emory:
AI.Humanity
Center for AI Learning

https://www.whitehouse.gov/briefing-room/statements-releases/2023/10/30/fact-sheet-president-biden-issues-executive-order-on-safe-secure-and-trustworthy-artificial-intelligence/
https://ai.gov/
https://www.hhs.gov/sites/default/files/hhs-trustworthy-ai-playbook.pdf
https://www.hhs.gov/ohrp/sachrp-committee/recommendations/attachment-e-july-25-2022-letter/index.html
https://www.hhs.gov/ohrp/sachrp-committee/recommendations/attachment-e-july-25-2022-letter/index.html
https://datascience.nih.gov/artificial-intelligence
https://aihumanity.emory.edu/
https://ailearning.emory.edu/index.html






FEEDBACK

Thank you for taking the time to listen to this presentation.

Before we open it up for questions, we want to ask you to help us by providing your feedback on today’s webinar.

Your feedback will help us by pointing out areas we could improve and by providing ideas for future topics.

A survey will be available along with the webinar on the IRB website.



Questions?

If you have questions after this 
webinar, please reach out to the 
IRB analyst on your study. For 
general questions, please reach out 
to the IRB listserv, IRB@emory.edu.

This Photo by Unknown author is licensed under CC BY.

mailto:IRB@emory.edu
https://scherlund.blogspot.com/2019/01/call-to-reimagine-artificial.html
https://creativecommons.org/licenses/by/3.0/


THANK YOU!

We will now conclude this presentation, but if you have additional questions, please visit our website at 
www.irb.emory.edu, or call the main IRB line at 404-712-0720.  Our contact information is available on 
the website as well as within the current presentation.  Thank you for your attention to this webinar, we 
hope it was helpful.  See you next time!

http://www.irb.emory.edu/
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